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ABSTRACT 

Given the importance of investment in stock markets as a major source of income 

for many investors, there is a strong demand for models that estimate the future 

behavior of stock prices. Interval forecasting is the process of predicting an interval 

characterized by two random variables acting as its upper and lower bounds. In this 

study, a hybrid method consisting of Holt’s exponential smoothing and multi-output 

least squares support vector regression is used to forecast the interval of the lowest 

and highest prices in a stock market. First, Holt’s smoothing method is used to 
smooth the two bounds of the interval and then the residuals of the smoothing 

process are modeled with multi-output vector support regression. The output of the 

regression step is the error of the two bounds of the interval. The method is 

implemented on the weekly data of the overall index of the Tehran Stock Exchange 

from 1992 to 2016, with the interval defined as the distance between the lowest and 

highest overall index values. The results demonstrate the high accuracy of the hybrid 

method in producing in-sample and out-of-sample forecasts for the movement of the 

two bounds of the interval, that is, the weekly highs and lows of the overall index. 

Also, the hybrid method has achieved a lower mean squared error than the Holt’s 
smoothing method, indicating that multi-output vector support regression has 

improved the performance of the smoothing method. 

 

1 Introduction 
 

The effective role of capital in every country flows through giving guidelines for capital and resources, 

generalizing companies and sharing development projects with public, and also adding accredited 

companies stock market requires appropriate decision making for shareholders and investors who are 

willing to buy shares based on price mechanism. [16] A stock exchange is a place for collecting uninvested 

savings and using them to finance long-term investment projects. People with uninvested savings compare 

the return on investment of stock exchange with other investment options (housing, banks, gold, direct 

production) and make the final decision after weighing the risk and return of each option. Stock trend 

forecasting is a one of the main factors in choosing the best investment, hence prediction and comparison 
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of different firms’ stock trend is one method for improving investment process. [15] It is impossible to 

make proper investment decisions without information, and oftentimes, information is not fully available 

and needs to be complemented with sensible predictions [3]. The financial-economic literature contains 

several methods for predicting the return on investment: technical analysis, fundamental analysis, classical 

time series forecasting, and intelligent methods [2]. 

Fundamental Analysis: This method involves analyzing the general conditions of the economy and the 

condition of industries and companies to model prices and returns [5]. 

Technical Analysis: This method is to analyze share prices and exchange volumes with a series of 

oscillation indicators and patterns to look for suitable buy and sell positions [1]. Technical analysis is one 

of the financial market analysis tools. Technical analysis is a method of anticipating prices and markets 

through studying historical market data. [17] 

In structural models, the relationships of variables are estimated based on the rational behavior of economic 

factors, including consumers, producers and economic policymakers using different econometric models. 

Despite the extensive use of technical and structural models in stock market forecasting, research has shown 

that these methods are sufficiently successful in predicting stock markets. Thus, researchers have used time 

series models and artificial neural networks to make better predictions [8]. Time series models assume that 

all factors and relationships that affect a variable are manifested in its values, and therefore it is possible to 

make forecasts only using the prior information of the variable itself. However, many studies have shown 

that these models are not very reliable. Further, all of these models are based on a concept called stationarity, 

which is not necessarily applicable to all price series. Given the complex and dynamic nature of stock 

prices, nonlinear models, including neural networks and support vector regression have found extensive 

use in stock price forecasting. Unlike linear models, these nonlinear models can discover the relationships 

between data with high flexibility and ultimately formulate an equation for these relationships. Support 

vector regression (SVR) is a method to process empirical data in order to transfer their inherent knowledge 

or rules into the network structure. Since this approach involves learning a series of general rules by 

processing numerical data or instances, the systems based on this approach are called intelligent systems 

[10]. Research has shown that stock price is a data series with nonlinear behavior, which is why artificial 

intelligence models are better suited to process these data than statistical models. The advantage of SVR 

over econometric models is that in this method, time series need not be stationary and there is no need to 

have linear relationships [9]. Another concept used in the present study is interval forecasting. While 

conventional forecasting methods tend to predict closing prices, interval forecasting can offer investors 

extra information such as the lowest and highest prices. In the present study, Holt’s exponential smoothing, 
as a linear method, and multi-output support vector regression (MSVR), as a nonlinear method, are 

combined into a hybrid forecasting system in order to make use of both linear and nonlinear properties 

simultaneously. On the other hand, the hybrid model has the benefit of high process accuracy, suggesting 

that the evaluation of the similarity in the volatility of return at the level of market or industry constituent 

units is better than the simple technique of time seriess model for the entire market (instead of evaluation 

at unit levels) [18]. In this study, forecasting is of interval type, which means predicting the lowest and 

highest stock prices. 
 

2 Theoretical Foundations and Research Background  

Investment in stock markets is an important source of income for many people. Therefore, investors have 

developed various analytics and methods to predict and maximize the returns on their investments. The last 

few decades have seen the development and expansion of several predictive tools and methods, each with 

their own advantages and drawbacks. The combination of these methods into hybrid forecasting systems 
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has always been of interest to researchers and those interested in price forecasting. The goal of interval 

forecasting is to predict an interval consisting of two values marking the lower and higher bounds of a 

random variable. A larger overlap between the interval and the real range of the target variable means more 

accurate forecasting. 
 

2.1 Holt’s Exponential Smoothing 
 

Time series are sequences of data that are collected at equal intervals. A time series of data up to time t is 

denoted by (𝑥1, 𝑥2, … , 𝑥𝑡−1, 𝑥𝑡). One of the characteristics of time series is the interdependence of adjacent 

observations. In the analysis of time series, it is very important to discover the relationship between the 

entries and construct an appropriate model accordingly. The primary purpose of building such a model is 

to predict the future value of the analyzed time series based on past information [9]. In this study, entries 

of the time series are random two-dimensional vectors or intervals consisting of the lowest and highest 

prices at any time:  

[ , ] 1, 2, ...,

HxH L t t
X x x t n

t t t Lxt

 
 = = = 
 

   

(1) 

Where Hx
t  is the highest price and Lx

t  is the lowest price at time t. Smoothing eliminates short-term noises, 

thus providing a better view of price range behavior and trends in the range changes. In Holt’s smoothing, 

the time series is first approximated to series X
t as shown below: 

1
x xX p Qt tt

= ++  (2) 

where: 

( )( )
1 1

( ) ( )
1 1

x x x
p AX I A p Q
t t t t

x x x x
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t t t t

= + − −− −

= − + −− −

 (3) 

such that: 

1 0

0 1

U Up Qx xt tp Q It t
L Lp Qt t

        = = =         
 (4) 

These equations provide a linear approximation of a time series based on the linear combination of the prior 

entries of two-time series. In their open form (matrix), the above equations are expressed as follows: 

11 12 11 12

21 22 21 22
A B

α α β β
α α β β
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 (5) 
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1 1
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t L L Lx p Qt t t
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α α α α
α α α α

β β β β
β β β β

   +   − −  − − = +       − −    +   − − 

   −   − −   − −= +      − −   −   − −   

 (6) 

Matrices A and B are obtained by the minimization of the sum of squared error (the error of the observed 

and estimated random vector) using Model (7). 
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At the end of the smoothing process, the approximation residuals are calculated by Equation (8): 

1,2,...,

Het
e x x i ni i i

Let

 
 = − = =
 
 

 (8) 

 

2.2 Multi-output Support Vector Machine 
 

Multi-output least squares support vector regression is used to find a nonlinear model for the residuals of 

Holt’s exponential smoothing. The multi-output support vector regression (MSVR) model is trained with 

the following input and output with a suitable lag such as d: 

[ , , , ,..., , ]
1 1 1 1

H L H L H L tinput e e e e e et t t t t t d t d
= − − − + − +  (9) 

 Het
outputt

Let

 
 =
 
 

 
(10) 

Therefore, the error observed at the present time is assumed to be caused by the previously observed errors. 

The method of training of the MSVR model is described in the following. We first start with the single-

output mode. Suppose there is one training dataset {( , ) }
1

lX x y
i i i

= = , where the following is true for every x and 

y: 

: ,
d

i x R y R
i i

∀ ∈ ∈  (11) 

For training, the vector w  (slope of the line) and the scalarb  (intercept) in the estimation model 

( ) 1t

lY x w bϕ= +  (first the input x  is transferred to the new space ( )xϕ , where ϕ is the kernel function, 

and then the output is determined by linear regression) are obtained from the optimization of Model (12). 

1 1
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As can be seen, the objective function is the sum of the least squares of errors (
tξ ξ ) and weights (

tw w ). 

The sum of weights is minimized is to prevent over-training. For this optimization, the Lagrangian function 

is formulated as follows: 

L( , , , ) ( , ) ( 1 )t tw b J w Z w b Ylξ α ξ α ξ= − + + −  

( , ,..., )1 2
lRlα α α ∈   

(14) 

 

Computing the partial derivative of the Lagrangian function with respect to the variables gives: 

0

0 1 0

0

0 1 0

L
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w

L t
l

b
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L tZ w b Yl l
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α

∂ = ⇒ =∂
∂ = ⇒ = ∂

 ∂ = ⇒ =
 ∂
 ∂ = ⇒ + + − =
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 (15) 

And by substituting ,w ζ , we arrive at: 

00 1

1

t b
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YHl
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 (16) 

where: 

1
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d
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t
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− ×= + ∈
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 (17) 

and ker(.,.) is the kernel function. To solve this system of equations, one can use its simplified version 

shown below: 

10 1

110

1
1 1

t tbs H Y
l l

bHH Yll

t
s H

l l

α

   − 
     =−    +    

−=

 (18) 

After finding the optimum values * * * *( , ,..., )
1 2 l

α α α α=  and *b , the input-output relationship function of the support 

vector regression is obtained as follows: 

* * * *
( ) ( ) ( )

** *( ) ( ) ker( , )
1 1

t t
f X X w b X Z b

l l
t tX x b x x bi i i i

i i

ϕ ϕ α

α ϕ ϕ α

= + = + =

∑ ∑+ = +
= =

 (19) 

In the multi-output mode, inputs and outputs are in the form of {( , )}
1

i lx y
i i =  where the following is true for 

every x and y: 

,d i mx R y Ri∈ ∈  (20) 

Therefore, ,w b are in the form of Equation (21). 
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To calculate ,w b , Model (22) must be optimized: 

1 1
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(22) 

To optimize Model (22), 
n

hw R
i
∈  is decomposed into Equation (23) and then Model (24) is optimized: 

0
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(24) 

According to the Lagrangian multiplier method, the Lagrangian function of the above optimization is as 

follows: 

( , , , , ) ( , , )
0 0

( ( ( , ,1) ))

( , , .., )
1 2

L w V b A J w V
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By taking partial derivatives, we arrive at: 
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Therefore, 0
1

m
w v i

m i

λ
= ∑

=
, which means 0

w  is a linear combination of v
i . Hence, the above model can be 

replaced with the following model: 

21 1
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22 2
,
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Thus, to find ,w b , the following system of equations is formed: 
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In the above equations: 
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If * * * *( , ,..., )
1 2

t t t t
m

α α α α= is the optimum solution, then the decision function is: 
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Once the support vector regression model is fully trained and its output is obtained as 1
1

1

He
t

e
t Le

t

 
+ =+  

 + 

, the final 

forecast of the hybrid system is obtained by aggregating the forecast of MSVR with Holt’s smoothing. In 

the end, we measure the accuracy of the hybrid model on test data by calculating the percentage deviation 

of forecasts from the actual trend of lowest and highest prices using the mean squared error. 

 

2.3 Research Background 
 

Although this is the first study on the combined use of interval forecasting and multi-output support vector 

regression (MSVR) for stock price forecasting in Iran, support vector regression and Holt’s smoothing have 

been used separately in different fields. In a article by Davoodi et al. [12] titled “The Effectiveness of the 
Automatic System of Fuzzy Logic-Based Technical Patterns Recognition: Evidence from Tehran Stock 

Exchange”, The present research proposes an automatic system based on moving average (MA) and fuzzy 
logic to recognize technical analysis patterns including head and shoulder patterns, triangle patterns and 

broadening patterns in the Tehran Stock Exchange. The automatic system was used on 38 indicators of 

Tehran Stock Exchange within the period 2014-2017 in order to evaluate the effectiveness of technical 

patterns. Having compared the conditional distribution of daily returns under the condition of the discovered 

patterns and the unconditional distribution of returns at various levels of confidence driven from fuzzy logic 

with the mean returns of all normalized market indicators, we observed that in the desired period, after 

recognizing the pattern, all patterns investigated at the confidence level 0.95 with a fuzzy point 0.5 

contained useful information, practically leading to abnormal returns. 

In a study by Ghazanfari et al. [18]  titled “Corporate Bankruptcy Prediction Based On Hybrid Intelligent 
Systems”, they developed an intelligent and coherent system based on artificial neural network, support 
vector machine, extreme learning machine with the help of imperialist competitive algorithm, cultural 

algorithm, and harmony search in order to add ress the deficiencies of previous models. In this study, the 

best performance without outlier elimination was achieved when the support vector machine was combined 

with the harmony search and the imperialist competitive algorithm. In a study titled “Multiple-Step-Ahead 

Forecasting of Value at Risk Based on Holt-Winters Exponential Smoothing Multiplicative Method”, 
Mohammadian Amiri and Ebrahimi [4] used multiplicative Holt-Winters exponential smoothing to obtain 

multiple-step-ahead forecasts of value at risk for auto and bank indices. The results of this study showed 

that multiplicative Holt-Winters exponential smoothing provides reliable and accurate estimates of the 

value at risk of these stock indices. In a study by Shahriari et al. [3] titled “Financial Time series Forecasting 
using Holt-Winters in H-step Ahead”, they used the Holt-Winters method to forecast the non-stationary 

time-series data of the sales profit of an intermediate product. This study reported that the proposed method 

outperforms the classical and S-filtered methods in forecasting future values. In another research, 

Mansourfar et al [5] used a support vector machine model to predict financial distress based on cash flow 

combinations. In a article by Xiong et al. [9] titled “Interval-valued time series forecasting using a novel 

hybrid Holt’s and MSVR model”, they developed a hybrid method consisting of Holt’s smoothing and 
multi-output support vector regression (MSVR) to forecast daily stock price intervals, that is highest and 

lowest daily price values. The idea of this work was to use the useful features of the linear and nonlinear 

methods together within a hybrid system. The resulting hybrid system was implemented on three stock 

exchange and energy databases and the evaluations performed in terms of the returns obtained from a simple 

trading strategy based on the interval forecasts showed the good accuracy of the system for the test data. 
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In a study titled “Stock Price Trend Forecasting Using Modified Support Vector Machine with Hybrid 

Feature Selection," Bajlan et al. [19] developed a model for forecasting stock price trends by a support 

vector machine that was weighted by daily trading volumes and equipped with a hybrid feature selection 

process. To evaluate the prediction accuracy, the paired t-test was used to compare the results with the 

estimates of a simple support vector machine with hybrid feature selection and also other feature selection 

techniques including information gain, symmetric uncertainty and correlation-based feature selection. This 

study claimed that compared to the existing methods, the modified support vector machine model with 

hybrid feature selection has a superior performance in stock price prediction. 

In another research by Parmezan et al. [13] titled “Evaluation of statistical and machine learning models 
for time series prediction: Identifying the state-of-the-art and�the best conditions for the use of each model”, 
In this paper, From 95 datasets, we evaluate eleven predictors, seven parametric and four non-parametric, 

employing two multi-step-ahead projection strategies and four performance evaluation measures. We report 

many lessons learned and recommendations concerning the advantages, drawbacks, and the best conditions 

for the use of each model. The results show that SARIMA is the only statistical method able to outperform, 

but without a statistical difference, the following machine learning algorithms: ANN, SVM, and k NN-

TSPI. However, such forecasting accuracy comes at the expense of a larger number of parameters.  

In a study by Shaolong Sun et al. [14] titlet “Interval decomposition ensemble approach for crude oil price 
forecasting”, This paper proposes an interval decomposition ensemble (IDE) learning approach to forecast 

interval-valued crude oil price by integrating bivariate empirical mode decomposition (BEMD), interval 

MLP (MLPI) and interval exponential smoothing method (Holt’s). Firstly, the original interval-valued crude 

oil price is transformed into a complex-valued signal. Secondly, BEMD is used to decompose the 

constructed complex-valued signal into a finite number of complex-valued intrinsic mode functions (IMFs) 

components and one complex-valued residual component. Thirdly, MLPI is used to simultaneously forecast 

the lower and the upper bounds of each IMF (non-linear patterns), and Holt’s is used for modeling the 

residual component (linear pattern). In a study by Chen et al. [11] titled “A Feature Weighted Support 
Vector Machine and K-Nearest Neighbor Algorithm for Stock Market Indices Prediction”, they tried 

several methods to find the most accurate solutions for forecasting stock price indices. Among the tested 

machine learning methods, support vector machine technique was found to have the best performance in 

this application. The method was further tested on two well-known indices of the Chinese stock market 

(Shanghai and Shenzhen stock exchange indices). The algorithm proposed in this study can also be 

modified to make forecasts for other stock market indices. As mentioned, many studies on the subject of 

stock price forecasting have used support vector regression. Holt’s method has also been used in a few 

studied in this area. However, hybrid models have shown to be very efficient in stock price forecasting as 

they can use both linear and nonlinear features in their predictions. Such hybrid methods have been the 

subject of a few articles, the most important of which is the one published by Xiong [7]. The main difference 

of the present study from that work is the use of a different time interval and also the use of a different type 

of support vector regression known as the least squares support vector regression. The proposed method of 

Holt-MSVR interval forecasting is introduced in the following section. 
 

3 Research Methodology 
 

In this descriptive-analytical study, the goal was to predict the interval of the overall index of the Tehran 

Stock Exchange, that is, the interval of the lowest and highest stock price index. The method used for this 

https://www.sciencedirect.com/science/article/pii/S0140988318304171#!
https://www.sciencedirect.com/topics/engineering/intrinsic-mode-function
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purpose is a hybrid method consisting of the combination of Holt’s exponential smoothing and multi-output 

support vector regression (MSVR). As explained in Section 2, first, the highest and lowest price indices 

were approximated and smoothed by Holt’s smoothing method, and then the residuals of approximation 

were fed to MSVR as a time series. Finally, the forecasts were obtained by summing the outputs of MSVR 

and Holt’s smoothing. In the end, we tested the accuracy of the model on a test dataset. The method was 

implemented in Matlab and Eviews. The algorithm of the forecast method is illustrated in Fig. 1. 

  

Fig. 1: Algorithm of the Forecasting Model  

 

3.1 Research Questions 
 

1-How to predict the intervals of stock price changes including the lowest and highest prices by combining 

Holt’s smoothing with multi-output support vector regression? 

2 – How accurate the aforementioned hybrid method would be in forecasting the overall index of the stock 

market? 

 

3.2   Statistical Population and Sample 
 

The statistical population of this study was the records of the overall index of the Tehran Stock Exchange 

in the period of 1982-2016, which was collected from Rahavardnovin software. The daily data of the overall 

index, which contains 5980 data points, was divided into weekly data (five days per week) and the lowest 

and highest index values in each week were determined. Of the 1196 weekly intervals available (including 

the vector of minimum and maximum index values), 1000 were used to train Holt’s smoothing and MSVR 
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and the last 196 intervals were used as test data. (approximately 20% of the data was used for testing data. 

In most studies this ratio is 15-20%). 
 

4 Data Analysis 
 

The daily values of the overall index over the period 1982-2016, which include 5980 data points, are plotted 

in Chart 1. 

  

Chart 1: Overall Index of Tehran Stock Exchange 
 

Some of these interval-valued data are displayed in Chart 2: 

 
Chart 2: Examples of the Interval-Valued Data Used in the Research  

 

4.1 Descriptive Statistics 
 

The Descriptive Statistics of the Data are presented in Table 1. 
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Table 1: Descriptive Statistics of the Research Data 

Statistical index Value 

Mean 0.000864 

Median 0.000392 

Maximum 0.054017 

Minimum -0.05513 

Standard deviation 0.005669 

Skewness 0.470124 

Kurtosis 14.52453 

Jarque-Bera statistic 33307.76 

Probability value 0 
 

The Jarque-Bera statistic was used to check the normality of the data distribution, and as statistic value 

shown in Table 1 indicates, it was found that data does not follow a normal distribution. 
 

4.2 Results of the Holt Model 
 

The interval-valued series of the overall index were smoothed by the Holt’s exponential smoothing method. 

For smoothing, matrices A and B were calculated by optimizing the sum of squared error. This optimization 

was done by a Genetic Algorithm with specifications given in Table 2 in Matlab. 
 

Table 2: Parameter Setting of the Genetic Algorithm 

Parameter Value 
Population size 500 

Number of iterations 100 
Crossover probability 0.90 
Mutation probability 0.05 

 

The result of the optimization of the two matrices is provided below: 

0.9978    0.2551

0.6872    0.5270

0.2043    0.0132

0.1822    0.0132

A

B

 
=  
 

 
=  
 

 (32) 

As an example, Chart 3 compares a portion of the interval-valued data smoothed by the Holt method with 

the corresponding original data. 
 

 
Chart 3: Comparison of the Smoothed Series and Original Interval-valued Data 
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4.3 Performance of Holt’s smoothing in training and test data 

The summarized results of performance evaluation of Holt’s smoothing in training and test data are 
presented in Table 3. 

 

Table 3: Performance of Holt’s Smoothing 

in test data in training data Index 

0.68 0.85 Correct forecasting of the trend of the highest price 

0.65 0.83 Correct forecasting of the trend of the lowest price 

0.64 0.71 Correct prediction of the trends of both highest and lowest prices 

13.45 10.21 mean squared error in the forecasting of the highest price 

17.28 8.10 mean squared error in the forecasting of the lowest price 

30.78 18.31 Total mean squared error in the forecasting of highest and lowest prices 
 

4.4 Descriptive Statistics of Approximation Residuals 
 

 After applying the Holt’s smoothing to the training data, the approximation residuals, that is, the result of 

subtracting Holt’s approximations from the initial interval-valued data was calculated. The results obtained 

for some of these residuals and their descriptive statistics are presented in Table 4 and Figure 4. 
 

Table 4: Descriptive Statistics of the Holt’s Smoothing Residuals 

Index Residuals for the highest price� Residuals for the lowest price 
Mean -3.857771 12.94811 

Median -1.035678 2.89036 

Maximum 5955.25 3916.826 

Minimum -3957.991 3977.957 

Standard deviation 585.3408 481.0047 

Skewness 1.11555 -0.480046 

Kurtosis 24.33853 24.53066 

Jarque-Bera statistic 22938.81 23147.15 

Probability value 0 0 
 

 
Chart 4: Part of the Holt’s Smoothing Residuals 

 

4.5 Hybrid System (modeling of residuals) 
 

Residuals were modeled using multi-output least squares support vector regression. Using the Akaike 

statistic, the optimal lag length for the residual series was calculated to 4. The support vector regression 
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was trained with γ=0.50, λ=4, and ρ=2 and Gaussian kernel. The optimum values of regression parameters 

β and α (a matrix with 2 rows and 1000 columns) are�provided below: 
-4.12591845616201

12.9537919184076
b

 
= 
 

 (33) 

 
Chart 5: Optimum α 

 

4.6 Forecasting of Test Data 
 

The trained support vector regression model was used to calculate the vectors of residuals are for test data. 

The resulting values were then added to Holt approximations to obtain the final forecasts. Some of the 

forecasts obtained for these data are shown in Figure 6: 

 
Chart 6: Part of the Forecasts Obtained from the Hybrid Model 

 

The summary of the results of the performance evaluation of the hybrid in training and test data are 

presented in Table 5. 
 

Table 5: Performance of the Hybrid Method 
in test data in training data Index 

0.72 0.88 Correct forecasting of the trend of the highest 

price 

0.70 0.87 Correct forecasting of the trend of the lowest 

price 

0.68 0.76 Correct prediction of the trends of both 

highest and lowest prices 

7.05 8.25 mean squared error in the forecasting of the 

highest price 

10.20 7.00 mean squared error in the forecasting of the 

lowest price 

17.25 15.31 Total mean squared error in the forecasting of 

highest and lowest prices 
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Comparison of the results presented in Tables 3 and 5 shows that the modeling of residuals with multi-

output vector regression has significantly improved the performance of Holt’s model, ultimately leading to 
satisfactory results. 

 

5 Discussion and Conclusion 
 

In this study, a hybrid system of forecasting was implemented for the overall index of the Tehran Stock 

Exchange. First, data were partitioned into weekly (5 days) groups and the lowest and highest prices in each 

week were used to form the interval vector of prices. Of the resulting interval vectors, 1000 were used to 

train the smoothing model and the multi-output support vector regression model and 196 were used as test 

data. The results indicate that the modeling of the smoothing residuals can increase the accuracy of 

forecasting for both in-sample and out-of-sample data. Also, this approach is capable of predicting future 

trends of the lowest and highest prices. As shown in Table 5, the accuracy of the method in predicting the 

trend of the highest price was 0.88 for the training data and 0.72 for the test data. For the trend of lowest 

price, the accuracy was 0.87 for the training data and 0.70 for the test data. In the simultaneous prediction 

of the trends of both lowest and highest prices, the method showed an accuracy of 0.76 for the training data 

and 0.68 for the test data. 

Xiong et al. [9] have also developed a hybrid model based on Holt’s smoothing and multi-output vector 

regression for forecasting the daily intervals of stock prices. After implementing this model on three stock 

exchange and energy databases, evaluations performed in terms of the returns obtained from a simple 

trading strategy based on the interval forecasts showed that the developed model enjoys good accuracy on 

the test data. It should be noted that the hybrid system of the present study uses a different type of support 

vector regression called the least-squares support vector regression, and also uses weekly (5 days) intervals. 

As also indicated by Xiong et al., by incorporating the nonlinear capabilities of multi-output vector 

regression, the hybrid approach can improve the linear capabilities of the Holt’s smoothing model. 
There has been a great number of studies on stock price forecasting, many of which have reported the 

superiority of nonlinear methods over linear methods. As mentioned, the present study has attempted to 

combine the linear and nonlinear methods of stock price forecasting. In a study by Falahpour et al. [6], 

where they presented a hybrid model of support vector machine based on genetic algorithm for predicting 

stock price trends, it was showed that hybrid approach performs much better and is much more accurate 

than the simple support vector machine. Considering the difficulty of accurate identification of linear and 

nonlinear patterns in economic and financial time series, Raee et al. [20] used a combination of 

autoregressive integrated moving average models and support vector machine to predict weekly prices of 

Brent crude oil as an oil indicator. This study reported that in most cases the hybrid model had a lower error 

in predicting crude oil prices than other models. In the studies of Mohammadian Amiri and Ebrahimi [4] 

and Shahriari et al. [3], forecasts made by Holt’s exponential smoothing method demonstrated the high 

accuracy of this method. Chen et al. [7], who used the support vector machine for stock forecasting also 

reported the high accuracy of this method. 

Suggestions and limitations of this research can be stated as follows:  

1. Forecasting means making optimal use of available information to estimate future values of a random 

variable. There are many ways to combine the available data for this purpose. These include statistical 

methods such as ARIMA and GARCH and artificial intelligence methods such as neural networks and 
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support vector regression. To build an accurate model, it is necessary to run the models with different types 

of training data and evaluate their accuracy in forecasting test data. 

2. The present study presented a new hybrid approach for forecasting stock price intervals. Using the results 

of the hybrid method on the test data, it is possible to evaluate its accuracy in forecasting the trend of price 

changes (increasing/decreasing) based on criteria such as mean squared error. Since the hybrid approach 

managed to improve the performance of Holt’s smoothing model, investors and shareholders interested in 

forecasting stock prices, especially the lowest and highest prices are encouraged to train this model on their 

own data and use it for forecasting provided that it offers the desired accuracy for the test data. Researchers 

are also recommended to embrace the new paradigm of interval forecasting as a high potential field of 

research. 

As a result, our suggestions for future research can be summarized as follows: 

1. Researchers are recommended to also test other variants of multi-output support vector regression such 

as marginal likelihood and compare the results. 

2. Researchers are recommended to apply the proposed hybrid method to other indicators of the stock 

market or other financial assets and report the resulting accuracy. 

3. Researchers can test other optimization algorithms for Holt’s smoothing and compare the results. 

4. Researchers are recommended to define interval forecasts based on new intervals such as opening and 

closing prices and report the accuracy of the hybrid method. 
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